Safety-aware Expansion for Neural Network Repair
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Fig. 1: Overview of deep neural network repair with safety-aware expansion for the HCAS [1] network’. (a) The network
returns faulty advisory outputs. We collect a repair dataset that contains erroneous and correct data samples. (b) New hidden
units are added to the last hidden layer of the network and undergo isolated training to optimize the correlation between
their values and the residual values of constraint violations. (c) The last layer is fine-tuned using quadratic programming to
minimize the original loss of the network, subject to hard output constraints that ensure correct classification.

ABSTRACT

Deep Neural Networks (DNNs) have played a critical role in recent advances in the field of robotics by allowing robots
to perceive and interact with their surroundings more intelligently and autonomously. However, the application of DNNs
in safety-critical contexts is limited, as they might demonstrate unsafe behavior when facing unseen samples after training
[2]. Moreover, considering the circumstances, one may need to adjust the output of a trained network to align with the new
safety requirements or constraints. In such cases, it becomes essential to repair the neural network to rectify any identified
unsafe behavior or to ensure that the network aligns with the new requirements.

Neural network repair involves updating the DNN weights or architecture to satisfy safety requirements. Existing methods
approach this problem through direct weight modification or architecture extension. One approach to direct weight
modification is counterexample-guided retraining or fine-tuning [3]-[7]. This approach involves manual sample labeling or
relaxed constraints in the objective function. Although these approaches apply to all types of activation functions, they cannot
guarantee safety satisfaction even for faulty samples. Methods in [8] and [9] propose provable repair solutions by transforming
the repair problem into a satisfiability problem or a mixed-integer quadratic program (MIQP), respectively. However, solving
the satisfiability problem and MIQP is a demanding process that scales with the size of network. Moreover, these methods
are restricted to DNNs with linear piece-wise continuous (LPWC) activation functions.

An alternative repair strategy is architecture extension [10], [11], focusing on the linear regions of LPWC networks where
faults occur. These techniques construct a patch network [11] or decouple networks [10] in the detected faulty linear regions.
These techniques introduce a different architecture from the original network, which lacks a seamless solution. Furthermore,
these approaches could potentially downgrade the network’s original performance within the repaired regions, as maintaining
the original performance of the network is not considered during the repair process.

Inspired by the cascade-correlation algorithm introduced in [12], we present a provable repair method by growing neural
networks. Given a set of samples 7 including both faulty and correct samples, a DNN =, and the constraints of form
g(x,m(x)) = 0, we add a single neuron to the last hidden layer. The incoming weights of the new neuron are initialized
randomly, while the outgoing weights are initialized to zero. The new hidden unit adopts the same activation function as
the other units within the same layer. Defining the residual error of the constraint violations as ), .+ |g(z;, 7(zi))|, we
first train the incoming weights of the new unit using the gradient descent. We maximize the covariance between the hidden
unit’s values and the residual errors associated with constraint violations as the objective function. The objective function
also encourages the hidden unit to only activate in response to faulty samples, thereby preserving the network’s original
performance for the correct samples. After isolation training of the new hidden unit, we fine-tune the last layer of the network
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THCAS is an aircraft collision avoidance system that outputs one of five possible control advisories (‘Strong left’, ‘Weak left’, ‘Clear-of-Conflict’,
‘Weak right’ and ‘Strong right’) given the relative distance and relative heading of ego aircraft to intruder (pz, py, @).



Repair of Lower-leg Prosthesis Controller

;é' (c) TS
— ©
5 3
£ 6 3
8 =20 4 ==+ Ref. —— Orig. Preds. —— Rep. Preds. Violated region ’ Q:C
T T T T .f_j
T y ‘s
10 A (b) Control Error New Hid. Unit Value 2 T:u >
5 > - ‘) g
=y + Z'®
[im| 5 - 1€ ® Added Unit 1 £
[<] c ] Added Unit 2 S
£ @ F O
o 0 T T T T T 0 % T T T
~ 0 50 100 150 200 250 £ 0.0 0.5 1.0
Time [s] Hidden Unit Value

Fig. 2: Using safety-aware expansion in repairing a DNN controller for a lower-leg prosthesis device by adding two hidden
units. The original policy is repaired to bound the control output within [—5, 10] rad. (a) The control is successfully bounded
after the repair (the black signal represents the control values after the repair). (b) The newly added hidden units are activated
only for inputs that lead to constraint violations. As a result, the error is nearly zero in regions that were initially correct.
(c) This plot demonstrates that the values of the new hidden units are correlated with the residuals after training in isolation,
and the added units remain inactive for samples with zero residuals.

using Quadratic Programming (QP). QP minimizes the Mean-Squared Error (MSE) between the network’s predicted outputs
and the original target values subject to the hard constraint g(x,n(x)) = 0. In the QP formulation, we also restrict the
changes of the original weights to be minimal. If optimization is not feasible, it shows that the added hidden unit cannot
cancel all the residual errors from the constraint violations. Therefore, we repeat the repair process by adding more hidden
units until QP is feasible. The feasible solution guarantees the satisfaction of the constraints for the faulty samples.

Figure (1] illustrates how our method addresses safety violations in the N; 4 HCAS aircraft collision avoidance network
[1]. The HCAS system returns a control advisory output (‘y;: Strong left’, ‘yo: Weak left’, ‘ys: Clear-of-Conflict’, ‘y,: Weak
right’ and ‘ys: Strong right’) given the relative distance and heading between the ego aircraft and intruder as inputs. The
network should always advise y, but it violates this safety property as shown in Fig. [T] (a). To address this, we expand the
last hidden layer of the network with a neuron and train it in isolation, as shown in Fig. [I] (b). The new unit is well-trained
as it only activates for faulty samples, is strongly correlated with the residual error, and does not activate for correct samples.
By fine-tuning the last layer with QP in the final step, we can address any detected unsafe behavior. Our method ensures
that safety constraints are met for the faulty samples employed during the repair process. Moreover, Fig. [I] (c) demonstrates
the generalization of the repair to the faulty region shown in Fig. [I] (a).

Figure [2] also demonstrates a test case of our repair method for the control of a lower-leg prosthesis device. The DNN
controller returns the ankle angle given the lower and upper limb’s angle and angular velocities. The original network is
trained using imitation learning with a walking dataset from a healthy subject, collected under Institutional Review Board
(IRB) approval. Using repair we aim to constrain the control outputs to stay within [—5, 10] rad. Figure [2| (a) illustrates that
the control signal (shown in black) stays within the desired bounds after repair. Moreover, the units are effectively trained
to activate only in the faulty regions, as shown in Fig. [2] (b) and (c). Therefore, the error between the repaired signal and
the original signal is nearly zero for the originally correct inputs.

As we presented in this paper, our safety-aware expansion technique provides an effective solution for addressing safety
violations in DNNs. This method can be applied across diverse safety-critical domains, from repairing classification errors to
ensuring safety in robot learning applications. By augmenting neural network architectures with additional hidden units and
employing fine-tuning of the last layer through Quadratic Programming (QP), we address a detected faulty behavior with
safety guarantees. Compared to the other architectural extension techniques for repair, our method offers a natural way to
extend the network using the same activation functions as the other neurons, making it applicable to networks with different
types of activation functions. Furthermore, our approach encourages the maintenance of the network’s original performance
in the faulty regions while enforcing hard constraints on the output. We achieve this using an efficient algorithm that only
trains the incoming weights of newly added units using Gradient Descent and fine-tunes the last layer with QP. The QP can
be solved in polynomial time [13].

In our future research, we will provide additional statistical insights by testing of our method across a diverse set of repair
benchmarks. Furthermore, we intend to extend our method’s capabilities by assessing its performance over higher-order
constraints. Finally, we will explore the potential for repair by adding neurons both in depth and width.
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